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Trustworthy Language Models Large language models have exhibited the ability to acquire
massive knowledge from the pre-training corpora and demonstrated promising performance in
knowledge-intensive tasks. However, there is no guarantee for the factuality of the generation, which
prevents the application of language models in risk-sensitive areas such as education and healthcare.
A stright-forward method to maintain the trustworthiness is to fine-tune the chat model on the facts
where it makes errors. However, for application usage, chat models are usually instruction-tuned
and aligned with human values while the standard fine-tuning can hurt the instruction following
abilities and the harmlessness of the model (Gu et al., 2024). There are two potential ways to tackle
with the problem: (i) Applying multi-objective learning, e.g., meta learning (De Cao et al., 2021;
Tan et al., 2024), to correct the model errors with minimal performance degradation. An inspi-
ration of this approach is that the performance regression on certain tasks led by alignment can
be greatly reduced by mixing the alignment and pre-training updates (Ouyang et al., 2022); (ii)
Augmenting the generation via retrieving passages from external documents. One downside of the
approach is resource-intensive, as the passages are usually much longer than the prompt and gener-
ation. The passages also often involve much content irrelevant to the prompt, possibly distracting
the model (Yoran et al., 2024). Inspired by LM-supervised retrieval (Shi et al., 2023), a small-scale
sequence-to-sequence model can be trained using feedback from large language models to extract
useful information from passages, reducing the cost of retrieval augmented generation.

Alignment and Weak-to-Strong Generalization Alignment has become a standard step to build
chat language models while it remains ambiguous how to align efficiently. The state-of-the-art lan-
guage models are aligned through an iterative style (Ouyang et al., 2022; Touvron et al., 2023):
since the reward model is typically trained using the generation from the last chat model checkpoint,
the quality of the predicted reward will decrease along with the chat model is trained to produce
more preferred generation. However, it is unclear when to collect human preference to update the
reward model. Drawing inspiration from out-of-domain detection, a confidence score can be de-
signed so that the reward model can actively query human labeling in an online fashion (Muldrew
et al., 2024) to minimize disturbance to humans. Furthermore, a decoding mechanism may be de-
signed to selectively produce generations that requires labeling, avoiding unnecessary computation.
Alignment also inspires another interesting topic, i.e., weak-to-strong generalization. For stability
consideration, the scale of the reward model is typically smaller than the generative model (Ouyang
et al., 2022), where supervision signals from a weaker model are used to train a stronger model.
It is intriguing to consider whether such paradigm can be extended to broader tasks as language
models have exhibited human-level performance on many tasks so that it is difficult to further learn
from human annotations (Touvron et al., 2023; Burns et al., 2023). A potential approach is training
discriminate models from human preference, enabling them to supervise the generative models to
interact with the environment.

Data Influence and Selection The success of instruction tuning reveals that capabilities can gen-
eralize well across tasks, but the understanding for the generalization is primarily qualitative rather
than quantitative. For example, a common view is that training on code improves the reasoning
ability of language models because models trained on code generally exhibit better performance on
reasoning tasks, which is akin to observation based on re-training. If there is a tractable proxy that
describes the impact of including or excluding data in re-training, it can greatly aid in data selec-
tion (Anand et al., 2023; Xia et al., 2024). Unfortunately, the effectiveness of existing proxies is
unsatisfying (Schioppa et al., 2023), and they are typically gradient-based and have the same di-
mension with the model parameters, making it expensive to compute and storage for large language
models. The current main-stream method for dimensionality reduction is random projection (Park
et al., 2023; Xia et al., 2024), which does not rely on the distribution of the gradient representations
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and is ambiguous in performance loss. Inspired by the success of low-rank adaptation (Hu et al.,
2022), the gradients on warmed low-rank adapters and the representations after further unsupervised
dimensionality reduction may raise as competitive alternatives for the randomly projected gradients.
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